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Abstract  
The vibration spectrum of water hydrogen bonds and the large amplitude motion modes of proteins 

can be characterized by the THz frequency spectrum of protein-water non-bonded interaction 

energy. This spectrum can be computed using recurrence plots based on Wiener-Khinchin method 

(RPWK). In this thesis, THz frequency spectra for non-bonded interaction energy between all 

residues in the β-Lactamase Inhibitory Protein (BLIP), and water molecules within 10 angstroms 

are calculated at 150K and 310K temperatures, respectively. The results obtained are also 

compared to those determined using the auto-covariance based Wiener-Khinchin method (WK). 

Moreover all residues are grouped together according to their sidechain physico-chemical 

properties to compare their spectra. We found that RPWK method robustly detects frequency data 

points for residues especially at high frequencies. We also found that most of detected are 

hydrophilic which consistent with their likely high contact with the solvent.  
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 ملخص
 

رددي في باستخدام الطيف التالبروتين  جزيء الحركة في أشكالللروابط الهيدروجينية في الماء و  طيف الاهتزاز يمكن وصف
 Recurrence“طريقة تسمى ب يمكن حساب هذا الطيف باستخدام و  ة التفاعلية بين البروتين والماء،مدى التيراهيرتز للطاق

plots based on Wiener-Khinchin  وفي هذه الرسالة تم حساب الطيف الترددي في مدى التيراهيرتز للطاقة التفاعلية ،"
كلفن و  150 أنجستروم على درجتي الحرارة 10وجزيئات الماء ضمن مسافة  BLIPبين جميع الأحماض الأمينية في بروتين 

 Auto-covariance كلفن. تم مقارنة النتائج التي حصلنا عليها مع تلك التي نتجت من استخدام طريقة أخرى تسمى " 310
based Wiener-Khinchin  ميائية الخصائص الفيزيائية والكي ". إضافة إلى أنه تم تصنيف جميع الأحماض الأمينية بناء على

-Recurrence plots based on Wiener بين أطيافها الترددية. وجدنا ان الطريقة الأولى " لسلاسلها الجانبية للمقارنة
Khinchin م الكشف ت" كشفت بفعالية عن نقاط ترددية خاصة عند الترددات العالية. كما وجدنا أن معظم الأحماض الأمينية التي

 لأنها تتفاعل مع المذيب.( وهذا أمر منطقي Hydrophilicعنها تشترك في كونها محبة للماء )
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1. Introduction  
 

1.1 Molecular dynamics simulation 

Molecular dynamics (MD) is a computer simulation method that aims to study many 

physical and chemical properties of an interacting system of atoms and molecules. It is widely 

used to study structure of proteins [1]. In particular, it gives a dynamic dimension to structural 

data, and hence helps interpreting many biological and chemical processes [2].  

MD was developed in the middle of the twentieth century [3]. It was used to study different 

systems like the following examples. In 1975, computer simulations were used by Levitt & 

Warshel to simulate protein folding [4]. In 1982, van Gunsteren and Karplus investigated the 

dynamics of proteins in a solvent and a crystalline environment [5]. In 1995, two molecular 

dynamics simulations were used by Brunne et al. to investigate the properties of bovine pancreatic 

trypsin inhibitor (BPTI) in solvent [6]. Recently, the non-bonded interaction energy were 

calculated between the β-lactamase inhibitory protein, the residues 49ASP, 53TYR, and 142PHE 

in this protein, and water at four different temperatures [7].  

Molecular dynamics simulations were used in the beginning to study many systems like 

rigid molecules, alkanes and trypsin inhibitor protein [3]. However, it had severe limitations in 

simulation time and simulated system size. For example, a study aimed in 1959 to calculate the 

solution of many-body problem using molecular dynamics and the Monte Carlo method. The 

number of molecules that could be handled in this study was about five hundred. This limitation 

was due to the speed and the memory capacity of computers back then, which roughly required 

half an hour for one collision per molecule [8]. Nowadays, advances in computational capabilities 

allow studying systems consisting of millions of atoms  

A classical molecular dynamics simulation gives a numerical solution of the classical 

Newton’s equations of motion [9] 

mi
d2r⃗ i

dt2
= f i         (eq 1.1.1) 

fi⃗⃗ = −∇⃗⃗ iU   (eq 1.1.2) 

where 𝑟𝑖⃗⃗  and  𝑓𝑖⃗⃗   represents the coordinates of each atom and the force acting on it, respectively. 

The latter is the derivative of the potential energy 𝑈(𝑟1⃗⃗⃗  , 𝑟2⃗⃗  ⃗, … . . 𝑟𝑁⃗⃗⃗⃗ ) of a system of N interacting 

atoms [9]. In protein-water systems, potential energy includes non-bonded inter- and intra- 

molecular interactions like van der Waals and Coulomb interactions [10, 11]. The rest of the 

intramolecular interactions are given by the simplest molecular model that include terms of the 

following kind: 



2 
 

Uintramolecular =
1

2
∑ kij

r

bonds

(rij − req)
2
 

+
1

2
∑ kijk

θ

bend
angles

(θijk − θeq)
2
 

+
1

2
∑ ∑ kijkl

φ,m
(1 + cos(mφijkl − γm))mtorsion

angles
 …. (eq1.1.3) 

where kr is the bond stretching force constant. The “bonds” typically involves the separationrij =

|ri − rj|between adjacent pairs of atoms in a molecular framework, (eq1.1.3) assumes a 

harmonic form with specified equilibrium separation (𝑟𝑒𝑞). kθ is the bending force constant. The 

“bend angles” θijk are between successive bond vectors such as ri − rjandrj − rk, and therefore 

involve three atom coordinate. kφ,m is the torsional (bond twisting) force constant, and m is the 

periodicity of the rotation. The “torsion angles” φijklare defined in terms of three connected 

bonds, hence four atomic coordinates such asrij,rjk and rkl. The geometry is illustrated the Fig.1 

[9]. 

 

 

Fig. 1: Geometry of a simple chain molecule explaining the definition of intramolecular bond 

vector r23, bend angle θ234, and torsion angle φ1234 used in molecular dynamics simulations. 

The intramolecular bonding interactions must be considered for molecules. This term 

“intramolecular bonding” is defined as the forces between atoms within a molecule, which is also 

responsible for its chemical bonding. So, these interactions are due to valence electrons that 

determine the chemical behavior of molecules like covalent bond [12]. The simplest form of these 

interactions will include terms as eq1.1.3 
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The intermolecular bonding interactions also must be considered for molecules. They play 

a critical role in biological events like binding molecules to initiate an action and then separate. 

Therefore, intermolecular bonding interactions help in bounding molecules for a short time. They 

can be classified as hydrogen bonding, charge-charge interactions and Van der Waals forces. 

- The Van der Waals potential is given by 

U(rij) = 4ϵij [(
σij

rij
)
12

− (
σij

rij
)
6

] …… (eq1.1.4) 

 where rij is the distance between two particles (i and j), 𝜖 is an energy parameter determines the 

depth of the minimum in the potential curve and leads to more stable bonds as it become larger 

and 𝜎 is a length parameter that is equal to intermolecular separation at which the potential energy 

is equal to zero [13, 14]. 

Van der Waals are very weak electrostatic forces that result when an atom or group of atoms induce 

an opposite dipole on a non-bonded neighbor [15].  

- The electrostatic potential energy of two charges (𝑞1,𝑞2) can be expressed as 

𝑈 = 𝑘
𝑞1𝑞2

𝑟12
 …… (eq1.1.5) 

where k=8.9875×10 9 NM 2C -2 , and r12  is the distance between the two charges [16].  

The electrostatic interaction is a force between charged atoms, which may be attractive or 

repulsive. This type of interaction is very significant in biomolecules [17].  

Hydrogen bonds are attractive interactions between a hydrogen atom bounded to another 

higher electronegative atom like oxygen or nitrogen. In proteins, the hydrogen bond N-H…O=C 

is the most dominant one. It is responsible for forming and stabilizing the beta sheets, alpha helices 

and turns in the secondary structure of protein [18] 

Molecular dynamics simulations provide us a time series of energy values, for example. A 

time series is a set of observation values that are computed over some time interval [19]. These 

time series can be analyzed using many methods that aim to build a suitable model for the data 

[20]. In this thesis we utilize the Wiener-Khinchin method [21] and recurrence plot based Wiener-

Khinchin Method. 

 

1.2 Wiener-Khinchin Method 

Wiener-Khinchin is used often to analyze time series resulting from molecular dynamic 

simulations. This method is based on three steps that determine the frequency spectra for a time 

series using the Fourier Transform [22]. 
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The first step is to determine the autocorrelation function of the time series. This function 

is a mathematical fundamental measurement of the linearity between two points in the time series 

[23]. It helps us to see the change in patterns between variables when the conditions are changed 

[24]. For example, (Fig. 2) shows how the autocorrelation functions of lipid mixing between two 

proteins (protein-free liposomes and 7 µM sMunc18-1 protein) at different time points [25]. 

 

Fig. 2: Autocorrelation functions obtained at different time points after mixing protein-free 

liposomes with 7 µM sMunc18-1 protein [25]. 

 

Autocorrelation functions are used for signal analysis to detect their periodicity [26]. As 

the following (Fig.3) [27] 

 



 

5 
 

Fig. 3: A time series of a stationary [e.g. its mean and variance do not change over time] process 

(left) and its autocorrelation function (right). 

The autocorrelation function can be defined for a time series 𝑥(𝑛)as follows: 

Cx(τ) = ε{x(i)x∗(i + τ)} =
1

N
∑ x(i)x∗(i + τ)N−1−τ

i=0 … (eq 1.2.1) 

where 𝜀{. } donates the expectation operator, 𝑥(𝑖) is a time series, N is the length of the time series 

and 𝜏 is the time lag [29]. 

The second step is to find the Fourier transform for the autocorrelation function.  A Fourier 

transform will transfer a signal from the space or time domain to the frequency domain by 

integrating the series multiplied be by a complex exponential that is involved the frequency [30]  

(Fig.4). 

 

Fig. 4: The function 𝑓(𝑡) = 𝑐𝑜𝑠(2𝜋(3𝑡))𝑒−𝜋𝑡2
 (left) and its Fourier transform using Matlab [31]. 

The main use of it is to characterize the importance of each frequency band in the time series [32]. 

Fourier transform of the autocorrelation function 𝐶𝑥(𝜏) of a signal is defined as follows: 

𝑆𝑥(𝜔) = ∑ 𝐶𝑥(𝜏)𝑒
−𝑗𝜔𝜏∞

𝜏=−∞  …… (eq 1.2.2) 

where 𝜔 is the frequency at which 𝑆𝑥(𝜔) is calculated, 𝑗 is the imaginary unit and 𝜏 is the time 

lag. 

Then the third step is to find the power spectrum which is the magnitude squared of the Fourier 

transform of the autocorrelation for signal as follows [29] 

𝑆𝑥(𝜔) =
1

𝑁
|𝑋𝑛(𝜔)|2…… (eq 1.2.3) 
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𝑋𝑛(𝜔) = ∑ 𝑥(𝑛)𝑒−𝑗𝜔𝑛𝑁−1
𝑛=0  …. (eq 1.2.4) 

where N is the length of the time series, 𝑗 is the imaginary unit and 𝑥(𝑛) is a time series. 

However, WK is not suitable for all types of time series. Fourier transforms are more suitable for 

stationary and linear system that exhibits dynamics that do not reside in higher dimensional space 

[29, 33]. If one of these conditions is not met, we have to use another appropriate method to 

calculate the power values of the frequency spectra from the corresponding time series. One of 

these alternative methods is known as recurrence plot Recurrence Plot based Wiener-Khinchin 

RPWK method [29]. 

 

1.3 Recurrence Plot based Wiener-Khinchin Method 

The phase space is dimensional space that is made of generalized or representative points 

for particles system. Each point corresponds to a definite state that is specified by the two 

independent variables or coordinates q1, q2,…..qn, p1, p2,….pn  which called the canonical variables. 

Each generalized momentum (pk) is canonically conjugated to generalized coordinate (qk) [43]. If 

the initial state or conditions of motion (position and velocity or momentum) are known at time 

(ti), then the Newton’s equations of motion determine the future trajectory of this motion at any 

later time (tf) [35].   

The trajectory of any system can be built by using the method of time delays. This method 

depends on the dimensions of an available state of the time series such as time delay and 

embedding dimension to reconstruct the trajectory for the whole system [36]. The main steps while 

using this method is to calculate the values of time delay and embedding dimension for the time 

series. 

So if there is a time series of a scalar variable X(ti ). A vector in phase space in time ti can be 

constructed as follows: 

X(ti )= [x(ti ), x(ti + τ), x(ti +2τ ), …… , x(ti +(m-1) τ )] ….(eq 1.3.1) 

where τ is a time delay and m is an embedding dimension [37]. 

The time delay (τ) is specified by the first minimum in the mutual information MI function. 

This function measures the dependence between two variables. It can be expressed as follows 

IXY = H(X) + H(Y) − H(X, Y) …. (eq 1.3.2) 

where IXY is the mutual information between time series (X and Y), H(X, Y) is the joint entropy 

that is measured from a joint histogram and H(X) is the entropy for time series X that can be 

expressed as follows 
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H =−∑pilog2pi

i

 

wherepiis the probability of observing symbol i and the summation is taken over all i [38]. 

If the mutual information value is zero, then the two variables (X, Y) are not related (dependent) 

to each other. As the mutual information value will be higher, the dependency between X and Y 

will be stronger, [39].  

The embedding dimension (m) can be determined by using the False Nearest Neighbors 

(FNN) method. The False Nearest Neighbors (FNN) method is a tool to select the embedding 

dimension. Since the MI function is used to find the time delay, so FNN method is selected to 

determine the embedding dimension results [40]. FNN method assumes that points in phase space 

with small embedding dimension are far apart in the original space, so they could be closer as 

neighbors in the reconstructed one [41]. 

Recurrence plots RP are non-linear graphical tools used to display the phase space 

trajectories in time series in two dimensional maps. These recurrence plots provide us plenty of 

information that are very useful in giving us new insights in the signals’ analysis field. They were 

introduced in 1987 by Eckmann et al. to analyze a nonlinear data time series by visualizing 

recurrences of trajectories in higher-dimensional phase space in this time series [42]. 

Recurrence plots depend on computing the recurrence matrix (𝑅𝑖,𝑗) as follows 

𝑅𝑖,𝑗 = 𝛩(𝜖 − 𝐷𝑖,𝑗) ….. (eq 1.3.3) 

𝐷𝑖,𝑗 = ‖𝑥𝑖 − 𝑥𝑗‖  ….…(eq 1.3.4) 

where i,j=1….N is the number of states, Θ (.) is Heaviside step function, ϵ is a threshold distance, 

‖. ‖ a norm, xi is a state at time (i), xj is a state at time (j) and 𝐷𝑖,𝑗 is the distance matrix between 

all state space vectors. If the two states are recurrent then 𝑅𝑖𝑗 = 1and it will be represented as a 

black dot. If they are non-recurrent then 𝑅𝑖𝑗 = 0and it will be represented as a white dot [42, 20]. 

The main diagonal corresponds to the recurrence of the points itself [43]. Fig.5 shows a RP 

example [44]. 
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Fig. 5: Recurrence Plot (RP) of a modulated harmonic oscillation    𝑠𝑖𝑛(2000𝜋(𝜋 + 𝑡) +
2𝜋𝑠𝑖𝑛(88𝜋𝑡)𝑡). Used RP parameters: embedding dimension m=3 and time delay τ=1. 

Recurrence plot based Wiener-Khinchin method depends on choosing the proper 

embedding dimension (m) and time delay (τ) to reconstruct the phase space. Also it depends on 

using the Tau-recurrence rate spectrum 𝑅𝑅(𝜏) function. This function 𝑅𝑅(𝜏) gives the probability 

that a state will recur after a time delay (𝜏) by considering all diagonal lines that are parallel to the 

diagonal line whose distance is 𝜏 from the main diagonal [43]. It can be defined as follows 

𝑅𝑅(𝜏) =
1

𝑁−𝜏
∑ 𝑅(𝑖, 𝑖 + 𝜏) =

1

𝑁−𝜏
∑ 𝑅𝑖,𝑖+𝜏

𝑁−𝜏
𝑖=1

𝑁−𝜏
𝑖=1  …… (eq 1.3.5) 

where 𝜏 is the time delay between the main diagonal and the parallel diagonal line, 𝑖 =0, 1…..N is 

the length of the time series and 𝑅𝑖,𝑖+𝜏 is the recurrence matrix for states whose distance is 𝜏 from 

each other. So 𝑅𝑅(𝜏) is determined by summing the values of 𝑅𝑖,𝑖+𝜏 and divide them by 𝑁 − 𝜏. 

Then the power spectrum can be calculated by finding the magnitude squared of the Fourier 

transform of 𝑅𝑅(𝜏). So 𝐶𝑥(𝜏) will be replaced by tau-recurrence rate spectrum 𝑅𝑅(𝜏) function as 

follows: 

𝑆𝑥(𝜔) = ∑ 𝑅𝑅(𝜏)𝑒−𝑗𝜔𝜏∞
𝜏=−∞  …… (eq 1.3.6) 

 by replacing the expectation value of the time series by the expectation value of the recurrence 

matrix (𝑅𝑖,𝑖+𝜏) 

𝐶𝑥(𝜏) = 𝜀{𝛩(𝜖 − ‖𝑥𝑖 − 𝑥𝑖+𝜏‖)} ….. (eq 1.3.7) 

In brief, RPWK is a method to find the power spectrum by applying the Fourier transform 

on the probability of a state recurrence rate 𝑅𝑅(𝜏) function. This function 𝑅𝑅(𝜏) bases on a 
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recurrence plots by using the proper embedding dimension, time delay and the recurrence matrix 

[29]. 

 

1.4 Solvated Protein 

A suitable case to compare between Wiener-Khinchin method (WK) and Recurrence plot 

based Wiener-Khinchin method (RPWK) in the field of molecular dynamics simulations is the 

interaction between a protein and its surrounding solvent. Water molecules play an important part 

in the structure, stability, dynamics, and function of proteins and other biomolecules [45, 46, 47]. 

Also protein functional properties like solubility are strongly related to the pattern in which protein 

and water interact with each other [48]. 

Water does not interact only with the protein’s surface, but it also interacts with the protein 

interior backbone and side chains [47]. These interactions help to ensure flexible conformation 

conditions that are required for a functional active protein [49]. Since water has the ability to make 

essential hydrogen bonds to the polar parts of protein [50], this ability has an important effect on 

the strength of hydrogen bonds between these parts [15]. The strength and the number of hydrogen 

bonds also play a role in the different affinities (e.g. bonds or links) of bounded water molecules 

[51].  

Hydrated protein undergoes a dynamical transition –also named as glass transition-at 

around 200 K. This transition describes protein motion that is coupled near the protein surface to 

water molecules [52, 53].  

Above 200K, the dynamical transition is due to the motions of side chains, and motions 

over the whole of solvated protein [54]. So the solvated protein changes from rigid, glasslike, 

harmonic vibrations and no biological functions, to become a flexible, liquid-like, anharmonic 

dynamics and biologically active one [53, 54]. The life time of protein-water hydrogen bond 

decreases at dynamical transition temperature, while the number of participating water molecules 

increases [55].  

 

1.5 Water Spectrum 

The water vibration frequency spectrum ranges from zero up to ν<1,000 cm−1 ~30THz [56]. 

In this range, it is very critical to any structural changes in protein [7]. THz spectroscopy shows a 

significant correlation between structural changes in biomolecules and changes in the water 

hydration dynamics, which also affect the THz absorption of solvated protein [57]. The water 

frequency spectrum consists of three main broad regions (Fig. 6) which are: 

1) The hydrogen-bond bending (HBB) band which is due to molecule pairs moving in a transverse 

direction to the hydrogen bond connecting them. It is centered at~1.5THz. 
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2) The hydrogen-bond stretching (HBS) band which is due to water molecule pairs moving in the 

same direction as the hydrogen bond connecting them. It is centered at ~6THz. 

3) The libration (LIB) bands which are due to frustrated rotations of water molecules about their 

center of mass due to the presence of other water molecules around them. They consist of the L1 

libration band that is centered at ~12THz, and the L2 libration band that is centered at ~20THz [58, 

7]. 

 

Fig. 6: Schematics of the four intermolecular motions [59]. 

 

There is also a relaxation region at frequencies less than 0.6THz [56]. Moreover, proteins are 

flexible and undergo large-amplitude modes that affect the hydration shell surrounding them [60]. 

So the THz frequency spectrum includes the frequency range of large-amplitude motions of 

proteins. The coupling between protein and water extends into the hydration shell surrounding the 

protein for at least 10Å [10] and hence solvation and collective modes can be probed by THz 

spectroscopy on a length scale around (0.3–1 nm) [60].  
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1.6 β-Lactamase Inhibitory Protein 

In this thesis, the solvated protein that is used in the simulation is the β-Lactamase Inhibitory 

Protein BLIP [7]. It contains 165 amino acids. This protein is secreted by the soil bacterium 

Streptomyces clavuligerus. Its function is to inhibit β-lactam enzymes, which hydrolyze β-lactam 

antibiotics and nullify their effect [61, 62].  

BLIP is a flat shaped protein with unique fold, which means it has a unique pattern of the 

polypeptide chain in space [63]. As Fig. 7 shows, each protein molecule contains two repeated 

domains. Each domain has a helix-loop-helix motif that packs against a four standard antiparallel 

β-sheet [64]. Motif and domain have two overlapped meanings. Motif is a set of residues that are 

functionally important in protein, while domain is a structurally unit that might contain one or 

motifs [65].  

 

Figure 7: The shape of β-Lactamase Inhibitory Protein -using VMD software- which contains 

alpha helices and antiparallel beta sheets  

 

In this thesis the non-bonded interaction energy time series are investigated between all 

BLIP residues and water molecules within 10Å from each residue at 150K and 310K respectively. 

The water-BLIP system is studied by Wiener-Khinchin method (WK) and Recurrence plot based 

Wiener-Khinchin method (RPWK) to calculate the THz frequency spectra for non-bonded 

interaction energy time series extracted from molecular dynamics simulations. 

The THz frequency for the non-bonded interaction energy between the ‘165’ residues in 

BLIP protein molecule and water molecules within 10Å from each residue using WK method and 

RPWK method are graphed versus the Relative Solvent Accessibility (RSA) for each residue. 

These values of RSA give an insight to figure out the properties of protein such as its function and 

structure since RSA helps in predicting the protein secondary structure [66]. Also it help us to 
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distinguish between buried or exposed residues. They are calculated by dividing the accessible 

surface area (ASA) for residues by a maximum reference theoretical value for the solvent-ASA of 

the corresponding standard residue by using the CSU program to determine ASA for each BLIP’s 

residue [67]. 

 

1.7 Questions 

Our goals are to compare the performance of Wiener-Khinchin method (WK) and 

Recurrence plot based Wiener-Khinchin method (RPWK) in detecting THz frequencies at 

temperatures below and above the protein dynamical transition. Also we aim to search for common 

characteristic frequencies in THz range for certain groups of residues when they interact with water 

molecules. So basically, these two questions will be addressed: 

1. How well will the RPWK perform when compared to WK in detecting the frequency data points 

for non-bonded interaction energy between all residues in BLIP and water molecules?  

2. What will be the similarities and differences between residues in solvated protein depending on 

their characteristic THz frequencies?  
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2. Methods 
 

2.1 Molecular dynamics simulations  

Molecular dynamics simulations were performed and analyzed at 150K and 310K using 

the computer programs NAMD [68] and VMD [69]. The starting BLIP structure (PDB entry 3gmu) 

was downloaded from the protein data bank [70]. Periodic boundary conditions were used in an 

80Å X 80Å X 80Å box. The protein was neutralized and solvated using 20 Cl - and 22 Na + ions 

as well as 15264 TIP3P waters. The Particle-Mesh-Ewald method was used to do the electrostatic 

calculations [18]. A switching function was used for non-bonded interactions with a switch 

distance of 10Å and a cutoff distance of 12Å. A pair-list distance of 14Å was used. All simulations 

were performed at constant pressure of 1atm with an integration step of 2fs. The protein was 

minimized using the conjugate gradient method for 5000 steps (10ps). This was followed by a 

gradual heating from an initial temperature of 100K in steps of 10K, with the simulation running 

for 10ps at each temperature step, until reaching one of the respective two final temperatures. The 

equilibration period was 5ns long (depending on the solvent and solute). Each production run was 

1ns long.  

 

2.2 Non-bonded interaction energy time series 

Non-bonded interaction energy time series -in Kcal/mol- between protein residues and 

solvent molecules within 10Å from each respective residue, are calculated using the Namdenergy 

plugin in VMD [69]. Each energy series have a length equal to the number of frames s in the dcd 

file. The time period between consecutive pair of values is 20fs, for a total time period of over 20 

ps for the whole time series. This covers the THz frequency range 0.05THz-25THz.  

 

2.3 RPWK method 

The recurrence parameters of embedding dimension and time delay are calculated for each 

time series using the CRP toolbox [71]. A threshold parameter giving a recurrence value of around 

25% using the maximum norm was found to give the best results, since it corresponds to 10% of 

the mean and 5% of the maximal phase space diameter [7, 72]. The RPWK frequency spectra are 

calculated using the RRSPEC subroutine in the CRP toolbox [71], which evaluate eq1.3.4 to find 

the Tau-recurrence rate spectrum𝑅𝑅(𝜏) using the time delay and embedding dimension value 

data. For example, the calculation procedure that was used to get the frequency spectrum for the 

12ILE residue at 150K is detailed in APPENDIX A. 

 



14 
 

2.4 WK method 

The autocorrelation function and Fourier transform function are calculated for each time 

series using the Matlab toolbox [31]. The frequency spectra up to 50THz are then calculated using 

the Fourier transform and its conjugate For example, the calculation procedure that was used to 

get the frequency spectrum for the 12ILE residue at 150K is detailed in APPENDIX B. 
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3. Results and discussion 
 

3.1 Frequency power spectra at 150K and 310K 

In this section, we will show the frequency data points which are detected by WK and 

RPWK at both temperatures 150K and 310K, in each band of power spectra (relaxation region, 

HBB band, HBS band, L1 band and L2 band), for the non-bonded interaction energy between the 

residues in BLIP protein and water molecules within 10Å from each residue, over a time period of 

20ps. The residues shown will have power values with z-score larger than 1. It will be noisy if the 

residues under one z-score were shown. Each band will be shown in a separate table. The residues 

in brackets are detected by one method and not the other.  

Table 1: The frequency data points which are detected by WK and RPWK at 150K and 310K in 

the relaxation region. 

Residue’s 

name 

Method At 150K Residue’s 

name 

Method At 310K 

ALA WK 1, 7, 25, 27, 46, 47, 52, 

54, 61, 62, 63, 65, 77, 

80, 86, 98, 102, 118, 

123, 147 

ALA WK 1, 7, 25, 27, 46, 47, 52, 

54, 61, 62, 63, 65, 77, 80, 

86, 98, 102, 118, 123, 

147 

RPWK 1, 7, 25, 27, 46, 47, 52, 

54, 61, 62, 63, 65, 77, 

80, 86, 98, 102, 118, 

123, 147 

 RPWK 1, 7, 25, 27, 46, 47, 52, 

54, 61, 62, 63, 65, 77, 80, 

86, 98, 102, 118, 123, 

147 

VAL WK 3, 21, 67, 91, 93, 100, 

104, 125, 134, 155, 165 

VAL WK 3, 21, 67, 91, 93, 100, 

104, 125, 134, 155, 165 

RPWK 3, 21, 67, 91, 93, 100, 

104, 125, 134, 155, 165 

 RPWK 3, 21, 67, 91, 93, 100, 

104, 125, 134, 155, 165 

SER WK 35, 39, 60, 69, 71, 79, 

108, 113, 121, 128, 130, 

138, 139, 146 

SER WK 35, 39, 60, 69, 71, 79, 

108, 113, 121, 128, 130, 

138, 139, 146 

RPWK 35, 39, 60, 69, 71, 79, 

108, 113, 121, 128, 130, 

138, 139, 146 

 RPWK 35, 39, 60, 69, 71, 79, 

108, 113, 121, 128, 130, 

138, 139, 146 
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THR WK 5, 10, 17, 32, 55, 59, 82, 

84, 92, 96, 103, 110, 

111, 122, 126, 140, 152 

THR WK 5, 10, 17, 32, 55, 59, 82, 

84, 92, 96, 103, 110, 111, 

122, 126, 140, 152 

 RPWK 5, 10, 17, 32, 55, 59, 82, 

84, 92, 96, 103, 110, 

111, 122, 126, 140, 152 

 RPWK 5, 10, 17, 32, 55, 59, 82, 

84, 92, 96, 103, 110, 111, 

122, 126, 140, 152 

GLN WK 11, 13, 19, 20, 72, 90, 

99, 106, 157, 161 

GLN WK 11, 13, 19, 20, 72, 90, 99, 

106, 157, 161 

RPWK 11, 13, 19, 20, 72, 90, 

99, 106, 157, 161 

 RPWK 11, 13, 19, 20, 72, 90, 99, 

106, 157, 161 

LYS WK 8, 66, 70, 74, 87, 159 LYS WK 8, 66, 70, 74, 87, 159  

RPWK 8, 66, 70, 74, 87, 159  RPWK 8, 66, 70, 74, 87, 159 

GLU WK 28, 31, 73, 114 GLU WK 28, 31, 73, 114 

RPWK 28, 31, 73, 114  RPWK 28, 31, 73, 114 

PRO WK 78, 81, 117, 120 PRO WK 78, 81, 117, 120 

RPWK 78, 81, 117, 120  RPWK 78, 81, 117, 120 

MET WK 4, 16, 95 MET WK 4, 16, 95 

RPWK 4, 16, 95  RPWK 4, 16, 95 

TRP WK 112, 150, 162 TRP WK 112, 150, 162 

RPWK 112, 150, 162  RPWK 112, 150, 162 

GLY WK 2, 6, 15, 26, 33, 34, 37, 

44, 48, 57, 94, 105, 107, 

124, 136, 141, 145, 154, 

158 

GLY WK 2, 6, 15, 26, 33, 34, 37, 

44, 48, 57, 94, 105, 107, 

124, 136, 141, 145, 154, 

158 

RPWK 2, 6, 15, 26, 33, 34, 37, 

44, 48, 57, 94, 105, 107, 

124, 136, 141, 145, 154, 

158 

 RPWK 2, 6, 15, 26, 33, 34, 37, 

44, 48, 57, 94, 105, 107, 

124, 136, 141, 145, 154, 

158 



 

17 
 

ASP WK 23, 38, 49, 64, 68, 133, 

135, 153, 163 

ASP WK 23, 38, 49, 64, 68, 133, 

135, 153, 163 

RPWK 23, 38, 49, 64, 68, 133, 

135, 153, 163 

 RPWK 23, 38, 49, 64, 68, 133, 

135, 153, 163 

TYR WK 50, 51, 53, 115, 116, 

119, 137, 143 

TYR WK 50, 51, 53, 115, 116, 119, 

137, 143 

RPWK 50, 51, 53, 115, 116, 

119, 137, 143 

 RPWK 50, 51, 53, 115, 116, 119, 

137, 143 

LEU WK 22, 75, 76, 83, 85, 101, 

127, 129, 149, 156, 164 

LEU WK 22, 75, 76, 83, 85, 101, 

127, 129, 149, 156, 164 

 RPWK 22, 75, 76, 83, 85, 101, 

127, 129, 149, 156, 164 

 RPWK 22, 75, 76, 83, 85, 101, 

127, 129, 149, 156, 164 

PHE WK 9, 14, 36, 56, 58, 88, 

132, 142, 151 

PHE WK 9, 14, 36, 56, 58, 88, 132, 

142, 151 

RPWK 9, 14, 36, 56, 58, 88, 

132, 142, 151 

 RPWK 9, 14, 36, 56, 58, 88, 132, 

142, 151 

ARG WK 18, 43, 97, 144, 160 ARG WK 18, 43, 97, 144, 160 

RPWK 18, 43, 97, 144, 160  RPWK 18, 43, 97, 144, 160 

CYS WK 30, 42, 109, 131 CYS WK 30, 42, 109, 131 

RPWK 30, 42, 109, 131  RPWK 30, 42, 109, 131 

ILE WK 12, 24, 40 ILE WK 12, 24, 40 

RPWK 12, 24, 40  RPWK 12, 24, 40 

HIS WK 41, 45, 148 HIS WK 41, 45, 148 

RPWK 41, 45, 148  RPWK 41, 45, 148 

ASN WK 29, 89 ASN WK 29, 89 

RPWK 29, 89  RPWK 29, 89 
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From this table we can notice that all 165-BLIP residues are detected inside the relaxation 

region (<0.6THz) by WK. And all of them are also detected by RPWK in the same region 

(<0.6THz). As a result, WK and RPWK perform equally in detecting frequency data points for 

BLIP residues in the relaxation region at 150K and 310K. 

 

Table 2: The frequency data points which are detected by WK and RPWK at 150K and 310K in 

HBB band. 

Residue’s 

name 

Method At 150K Residue’s 

name 

Method At 310K 

ALA WK (1), 7, 25, 27, 46, 47, 52, 

(54), 61, (62), (63), 65, 

(77), 80, 86, 98, (102), 

118, 123, 147 

ALA WK 1, 25, 27, (47), 52, 54, 

63, (65), 77, 80, 86, 98, 

(102), 123, (147) 

RPWK 7, 25, 27, 46, 47, 52, 61, 

65, 80, 86, 98, 118, 123, 

147 

 RPWK 1, 25, 27, 52, 54, 63, 77, 

80, 86, 98, 123 

VAL WK (3), 21, 67, 91, 93, 100, 

104, 125, 134, 155, 165 

VAL WK 3, 21, 67, 91, 100, 104, 

(134), 155, 165 

RPWK 21, 67, 91, 93, 100, 104, 

125, 134, 155, 165 

 RPWK 3, 21, 67, 91, 100, 104, 

(125), 155, 165 

SER WK 35, (39), 60, 69, 71, 79, 

108, (113), 121, 128, 

130, (138), (146) 

SER WK 35, (60), (69), 79, 108, 

113, 130, 146 

RPWK 35, 60, 69, 71, 79, 108, 

121, 128, 130 

 RPWK 35, 79, 108, 113, (128), 

130, 146 

THR WK 5, 10, 17, 32, 59, 82, 

(84), 92, (103),(110), 

111, 122, (126), 140, 

152 

THR WK (5), 10, 17, 32, 82, 96, 

110, 111, 122, 126, 

(140) 

 RPWK 5, 10, 17, 32, 59, 84, 92, 

111, 122, 140, 152 

 RPWK 10, 17, 32, 82, 96, 110, 

111, 122, 126 
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GLN WK 11, 13, 19, 20, 72, 99, 

106, 157, 161 

GLN WK (11), 13, 19, 20, 72, 

(157) 

RPWK 11, 13, 19, 20, 72, 99, 

106, 157, 161 

 RPWK 13, 19, 20, 72 

LYS WK (8), 66, 70, 87 LYS WK 8, 66, (70), 74, (87), 159 

RPWK 66, 70, 87  RPWK 8, 66, 74, 159 

GLU WK 28, 73, 114 GLU WK 73, 114 

RPWK 28, (31), 73, 114  RPWK 73, 114 

PRO WK 78, (81), 117, 120 PRO WK 81, 117 

RPWK 78, 117, 120  RPWK (78), 81, 117 

MET WK 4, (16), (95) MET WK 4, 16, 95 

RPWK 4  RPWK 4, 16, 95 

TRP WK 112, 150, (162) TRP WK 162 

RPWK 112, 150  RPWK (112), 162 

GLY WK 2, 6, 15, 26, 33, (34), 

(37), 44, 48, 57, 94, 105, 

107, 124, 141, 145, 154, 

158 

GLY WK 2, 6, 15, (26), (33), 34, 

37, 48, 94, (105), 107, 

(136),(145), 154, 158 

RPWK 2, 6, 15, 26, 33, 44, 48, 

57, 94, 105, 107, 124, 

141, 145, 154, 158 

 RPWK 2, 6, 15, 34, 37, 48, (57), 

94, 107, (124), 154, 158 

ASP WK 23, 38, 49, 64, 68, (133), 

(135), 153, 163 

ASP WK 23, 38, 49, (64), 68, 133, 

135, 153, 163 

RPWK 23, 38, 49, 64, 68, 153, 

163 

 RPWK 23, 38, 49, 68, 133, 135, 

153, 163 

TYR WK 50, (51), 53, 115, 116, 

119, 137, 143 

TYR WK 50, 51, 53, (115), 119 
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RPWK 50, 53, 115, 116, 119, 

137, 143 

 RPWK 50, 51, 53, 119, (143) 

LEU WK 22, 75, 76, 83, 85, 127, 

129, 149, 156, 164 

LEU WK 22, 75, 83, (101), 129, 

149, 156, 164 

 RPWK 22, 75, 76, 83, 85, (101), 

127, 129, 149, 156, 164 

 RPWK 22, 75, 83, (127), 129, 

149, 156, 164 

PHE WK 9, 14, 36, 56, 58, 88, 

132, 142, 151 

PHE WK 9, 14, 56, 58, (88), 132, 

151 

RPWK 9, 14, 36, 56, 58, 88, 

132, 142, 151 

 RPWK 9, 14, 56, 58, 132, 151 

ARG WK 18,  (97), 144, 160 ARG WK 18, 43, 97, 144, 160 

RPWK 18, 144, 160  RPWK 18, 43, 97, 144, 160 

CYS WK 30, 42, 109, 131 CYS WK 42, 131 

RPWK 30, 42, 109, 131  RPWK (30), 42, 131 

ILE WK 12, 24, 40 ILE WK (12), 24, 40 

RPWK 12, 24, 40  RPWK 24, 40 

HIS WK 41, 45, 148 HIS WK (41), 148 

RPWK 41, 45, 148  RPWK 148 

ASN WK 29, 89 ASN WK 29, 89 

RPWK 29, 89  RPWK 29, 89 

 

At 150K, WK is able to detect more data points for ALA residues than RPWK. In WK, all 

ALA residues are present in the HBB band. In RPWK, six ALA residues (1ALA, 54ALA, 62ALA, 

63ALA, 77ALA and 102ALA) are not present in the HBB band. For GLY residues, WK fails to 

detect only one of them (136GLY) in this band and RPWK fails to detect three of them (34GLY, 

37GLY and 136GLY). Moreover, WK detects all VAL residues in HBB band, but RPWK fails to 

detect one of them (3VAL). 

WK detects all ASP residues in HBB band, while RPWK fails to detect two of them 

(133ASP and 135ASP). Also, in HBB band, WK fails to detect one SER residue (139SER), while 
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RPWK fails to detect five SER residues (39SER, 113SER, 138SER, 139SER and 146SER) in the 

same band. Moreover, WK detects all TYR residues but RPWK fails to detect one of them 

(51TYR) in this band. 

WK fails to detect two THR residues (55THR and 96THR) but RPWK fails to detect six 

of them (55THR, 82THR, 96THR, 103THR, 110THR and 126THR) in HBB band. And RPWK 

detects all LEU residues in this band, while WK fails to detect one of them (101LEU) in the same 

band. Moreover, both methods fail to detect 90GLN residue in HBB band.  

WK detects four LYS residues (8LYS, 66LYS, 70LYS and 87LYS) in HBB band. Three 

of them (66LYS, 70LYS and 87LYS) are detected in the same band by RPWK. Also, WK detects 

four ARG residues (18ARG, 97ARG, 144ARG and 160ARG) in HBB band. Three of them 

(18ARG, 144ARG and 160ARG) are detected in the same band by RPWK. Moreover, RPWK 

detects all GLU residues in HBB band, but WK fails to detect one of them (31GLU). 

WK and RPWK detect frequency data points inside HBB band for all CYS, PHE ILE, HIS 

and ASN residues. And WK detects all PRO residues in HBB band, while RPWK fails to detect 

one of them (81PRO). Also WK detects all MET residues in HBB band, but RPWK detects only 

one of them (4MET). Moreover, WK detects all TRP residues in HBB band, but RPWK fails to 

detect one of them (162TRP).  

In general, at 150K, WK detects more data points than RPWK for (12) residues. Both 

methods perform equally in detecting data points for (6) residues. While there are only two residues 

(101LEU and 31GLU) that are detected by RPWK but WK fails to detect them. 

At 310K, in the HBB band, WK fails to detect five of the ALA residues (7ALA, 46ALA, 

61ALA, 62ALA and 118ALA), while RPWK fails to detect these residues in addition to another 

four ALA residues (47ALA, 65ALA, 102ALA and 147ALA). Also, WK fails to detect four GLY 

residues (44GLY, 57GLY, 124GLY and 141GLY) in HBB band, while RPWK fails to detect 

seven GLY residues (26GLY, 33GLY, 44GLY, 105GLY, 136GLY, 141GLY and 145GLY) in the 

same band. Moreover, both methods fails to detect 93VAL residue. Also WK fails to detect 

125VAL residue, and RPWK fails to detect 134VAL residue. So both methods are able to detect 

nine VAL residues in HBB band. 

WK detects all ASP residues in HBB band, while RPWK fails to detect the 64ASP residue 

in the same band. Also, RPWK detects seven SER residues (35SER, 79SER, 108SER, 113SER, 

128SER. 130SER and 146SER) in HBB band. These SER residues (except 128SER) are detected 

by WK, in addition to 60SER residue and 69SER residue, in the same band. Moreover, WK detects 

five TYR residues (50TYR, 51TYR, 53TYR, 115TYR and 119TYR) in HBB band. These residues 

(except 115TYR) are detected, in addition to 143TYR residue, in the same band by RPWK. 

WK detects eleven THR residues (5THR, 10THR, 17THR, 32THR, 82THR, 96THR, 

110THR, 111THR, 122THR, 126THR and 140THR) in HBB band, while RPWK fails to detect 
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two of them (5THR and 140THR) in the same band. Also, WK detects eight LEU residues 

(22LEU, 75LEU, 83LEU, 101LEU, 129LEU, 149LEU, 156LEU and 164LEU) in HBB band. 

These residues (except 101LEU) are detected, in addition to 127LEU residue, in the same band by 

RPWK. Moreover, RPWK detects four GLN residues (13GLN, 19GLN, 20GLN and 72GLN) in 

HBB band. These residues in addition to 11GLN residue and 157GLN residue are detected in the 

same band by WK method. 

WK fails to detect two PHE residues (36PHE and 142PHE) in HBB band. RPWK also fails 

to detect these two residues in the same band, in addition to 88PHE residue. Also, WK detects all 

LYS residues in HBB band, while RPWK fails to detect two of them (70LYS and 87LYS). 

Moreover, both methods also detect 73GLU residue and 114GLU residue in HBB band. 

WK detects 42CYS residue and 131CYS residue in HBB band. These two residues and 

30CYS residue are also detected by RPWK in the same band. Also, WK detects 81PRO residue 

and 117PRO residue in HBB band. These two residues and 78PRO residue are also detected by 

RPWK in the same band. Moreover, WK detects all ILE residues but RPWK fails to detect 12ILE 

residue. 

Both methods detect frequency data points inside HBB band for all MET, ASN and ARG 

residues. Also, WK detects 41HIS residue and 148HIS residue in HBB band, while RPWK detects 

only 148HIS residue in the same band. Moreover, RPWK detects 112TRP residue and 162TRP 

residue in HBB band, while WK detects only 162TRP residue in the same band. 

In general, at 310K, both methods are close in their performance in detecting data points 

for (7) residues. WK detects more data points than RPWK for (10) residues, while RPWK detects 

more data points than WK for only three residues (CYS, PRO and TRP).  

 

Table 3: The frequency data points which are detected by WK and RPWK at 150K and 310K in 

HBS band. 

Residue’s 

name 

Method At 150K Residue’s 

name 

Method At 310K 

ALA WK 25, (65), 147 ALA WK 52 

RPWK 25, (61), (118), 147  RPWK 52 

VAL WK (67), 125, (134) VAL WK 3, (21), (155) 

RPWK (91), (93), 125  RPWK 3 
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SER WK (60), 79, (108), (113), 

(121), 130, (138) 

SER WK (113), 130 

RPWK 79, 130  RPWK 130 

THR WK 32, 111, (122), (126), 

(152) 

THR (111) (111) 

 RPWK 32, 111, (140)  (32) (32) 

GLN WK (13), 72, 99, 157 GLN WK (11) 

RPWK 72, 99, 157, (161)  RPWK (13) 

LYS WK 70 LYS WK 8, (66), (74) 

RPWK 70  RPWK 8 

GLU WK - GLU WK - 

RPWK -  RPWK - 

PRO WK (120) PRO WK (81) 

RPWK -  RPWK - 

MET WK - MET WK (95) 

RPWK -  RPWK - 

TRP WK - TRP WK - 

RPWK -  RPWK - 

GLY WK (6), (37), (94), 107, 154 GLY WK (2), (6) 

RPWK (26), (48), 107, 154  RPWK - 

ASP WK (135) ASP WK - 

RPWK -  RPWK (133), (153) 

TYR WK (53), (115), 116 TYR WK - 

RPWK 116  RPWK - 
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LEU WK (75), (129), (156) LEU WK (149) 

 RPWK -  RPWK - 

PHE WK (56) PHE WK (88), (132) 

RPWK (88)  RPWK - 

ARG WK - ARG WK (97) 

RPWK -  RPWK - 

CYS WK (42) CYS WK - 

RPWK (109)  RPWK - 

ILE WK - ILE WK - 

RPWK (24)  RPWK - 

HIS WK (45) HIS WK - 

RPWK -  RPWK - 

ASN WK (29), (89) ASN WK (89) 

RPWK -  RPWK - 

 

At 150K, we can notice that WK is able to detect three ALA residues (25ALA, 65ALA 

and 147ALA) in HBS band, while RPWK is able to detect four ALA residues (25ALA, 61ALA, 

118ALA and 147ALA) in the same band. Also, WK is able to detect five GLY residues (6GLY, 

37GLY, 94GLY, 107GLY and 154GLY) in HBS band but RPWK detects four GLY residues 

(26GLY, 48GLY, 107GLY and 154GLY) in the same band. Moreover, both methods detect three 

VAL residues in HBS band. WK detects 67VAL, 125VAL and 134VAL. RPWK detects 91VAL, 

93VAL and 125VAL. 

For ASP residues, WK detects only one residue (135ASP) but RPWK fails to detect any 

data points. Also, WK detects seven SER residues (60SER, 79SER, 108SER, 113SER, 121SER, 

130SER and 13SER) in HBS band, but RPWK detects only two SER residues (79SER and 

130SER) in it. Moreover, WK is able to detect three TYR residues (53TYR, 115TY and 116TYR) 

in HBS band, while RPWK detects one of them (116TYR).  

For THR residues, WK detects five of them (32THR, 111THR, 122THR, 126THR and 

152THR) in HBS band but RPWK detects three of them (32THR, 111THR and 140THR) in the 
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same band. Moreover, WK detects three LEU residues (75LEU, 129LEU and 156LEU) in HBS 

band, but RPWK fails to detect any residue. Also, WK detects four GLN residues (13GLN, 

72GLN, 99GLN and 157GLN) in HBS band. Three of them (72GLN, 99GLN and 157GLN), in 

addition to 161GLN residue, are detected by RPWK in HBS band.  

WK detects 56PHE residue in HBS band, but RPWK detects 88PHE residue in the same 

band. And both methods detect only 70LYS residue in HBS band. While they fail to detect any 

residue for ARG, GLU, MET and TRP.  Also, WK detects 42CYS residue in HBS band and RPWK 

detects 109CYS residue in the same band. 

For PRO residues, only one PRO residue (120PRO) is detected in HBS band by WK. And 

only one ILE residue (24ILE) is detected in the same band by RPWK. Also only one HIS residue 

(45HIS) is detected in the same band by WK. Moreover, WK detects all ASN residues in HBS 

band, but RPWK fails to detect any of them in the same band. 

In general, at 150K, WK detects more data points than RPWK for (9) residues. Both 

methods are similar in their performance in detecting data points for (5) residues. While RPWK 

detects more data points than WK for only two residues (ALA and ILE). Moreover, there are four 

residues (ARG, GLU, MET and TRP) that are not detected by either WK or RPWK. 

From this table, at 310K, we can see that, in HBS band, WK and RPWK detects only one 

ALA residue (52ALA) and only WK is able to detect two GLY residues (2GLY and 6GLY). Also, 

RPWK detects only one VAL residue (3VAL) in HBS band. This residue, in addition to 21VAL 

and 155VAL, are also detected in HBS band by WK method. Moreover, RPWK detects 133ASP 

residue and 153ASP residue in HBS band, but WK fails to detect any residue in the same band.  

WK detects two SER residues (113SER and 130SER) in HBS band, while RPWK detects 

one of them (130SER). For THR, WK detects 111THR residue and RPWK detects 32THR in the 

same band. Also, only one LEU residue (149LEU) is detected in HBS band by WK method. 

Moreover, WK detects 11GLN residue in this band but RPWK detects 13GLN residue in the same 

band.  

Only WK is able to detect two PHE residues (88PHE and 132PHE) in HBS band. And WK 

detects three LYS residues (8LYS, 66LYS and 74LYS), but RPWK detects only one of them 

(8LYS). Also, the residues 97ARG, 81PRO, 95MET and 89ASN are only detected by WK method. 

Finally, both methods fail to detect any residue in HBS band for TYR, GLU, CYS, ILE, HIS and 

TRP. 

In general, at 310K, WK detects more data points than RPWK for (3) residues. Also WK 

detects data points for (7) residues that are not detected by RPWK at all. Both methods perform 

almost equally in detecting data points for (3) residues. While there is only one residue (ASP) that 

is detected by RPWK but WK fails to detect it. Moreover, there are six residues (TYR, GLU, CYS, 

ILE, HIS and TRP) that are not detected by WK neither by RPWK.  



26 
 

Table 4: The frequency data points which are detected by WK and RPWK at 150K and 310K in 

L1 band. 

Residue’s 

name 

Method At 150K Residue’s 

name 

Method At 310K 

ALA WK - ALA WK - 

RPWK (118)  RPWK - 

SER WK - SER WK - 

RPWK -  RPWK (130) 

GLN WK - GLN WK - 

RPWK (99)  RPWK - 

ASP WK - ASP WK - 

RPWK -  RPWK (153) 

TYR WK - TYR WK - 

RPWK (116)  RPWK - 

LEU WK - LEU WK - 

 RPWK (75)  RPWK - 

 

This table shows that at 150K only RPWK detects frequency data points in L1 band. These 

data points for 118ALA, 116TYR, 75LEU and 99GLN. WK fails to detect any data points in this 

band.  

Also, from this table we can notice that at 310K only two residues (153ASP and 130SER) 

are detected by RPWK in L1 band; WK fails to detect them. 
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Table 5: The frequency data points which are detected by WK and RPWK at 150K in L2 band. 

Residue’s 

name 

Metho

d 

L2 band 

>15THz 

Residue’s 

name 

Method L2 band 

>15THz 

ALA WK  VAL WK 125 

RPWK (61), (118) RPWK 125 

TYR WK  THR WK (152) 

RPWK (116) RPWK  

GLN WK 99 

RPWK 99 

 

At 150 K, this table shows that RPWK detects data points for 61ALA and 118ALA in L2 

band. While WK fails to detect any data points for ALA residue in the same band. However, both 

methods detects 125VAL residue and 99GLN residue in L2 band. For TYR, only one residue 

(116TYR) is detected in this band by RPWK. On the other hand, WK detects one residue for THR 

residue (152THR) in L2 band.  

Finally, the two methods (WK and RPWK) fail to detect any data points in L2 band of 

power spectra for the non-bonded interaction energy between the residues in BLIP protein 

molecule and water molecules at 310K.  

The results above show that RPWK can play a complementary role to WK in detecting 

significant frequency spectra, especially in the higher frequency bands. 

 

3.2 The effect of the RSA value on detected spectra at 150K and 310K 

The THz frequency for the non-bonded interaction energy between the ‘165’ residues in 

BLIP protein and water molecules within 10Å from each residue at 150K and 310K, over a time 

period of 20ps using WK and RPWK are graphed versus the Relative Solvent Accessibility (RSA) 

for each residue to distinguish between their properties. The power values are shown in each graph 

for z-score larger than 1 on the z-axis. The z-score values are shown by using the color bar for 

each graph. 

Most of detected data points by WK at 150K are in the frequency range up to 4THz (Fig. 

8) with no clear pattern regarding the effect of RSA. Some of them are in the region between 4THz 

and 5THz. These residues are 72GLN residue at (0.0225, 4.19THz /4.64THz /4.79THz /4.99THz), 
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70LYS residue at (0.0377, 4.19THz /4.64THz /4.79THz /4.99THz), 29ASN residue at (0.147, 

4.05THz), 116TYR residue at (0.152, 4.74THz), 138SER residue at (0.194, 4.19THz), 126THR 

residue at (0.337, 4.84THz), 152THR residue at (0.342, 4.54THz /4.74THz), 154GLY residue at 

(0.41, 4.34THz /4.54THz /4.79THz), 45HIS residue at (0.44, 4.15THz /4.35THz), 157GLN 

residue at (0.522, 4.09THz /4.45THz), 32THR residue at (0.597, 4.84THz) and 122THR residue 

at (0.666, 4.59THz). All of them are polar hydrophilic residues. In addition there are three more 

residues, which are 156LEU residue at (0, 4.3THz /4.55THz /4.6THz), 125VAL residue at (0.168, 

4.39THz), 134VAL residue at (0.719, 4.74THz) and 120PRO residue at (0.724, 4.05THz). These 

three residues are nonpolar and hydrophobic. 

WK detects several data points for different residues in the frequency region (5THz-

10THz). These data points are for 156LEU residue at (0, 5.25THz /5.4THz /6.05THz /7.05THz), 

152THR residue at (0.342, 5.89THz), 116TYR residue at (0.152, 6.44THz), 70LYS residue at 

(0.0377, 5.79THz), 72GLN residue at (0.0225, 5.79THz) and 126THR residue at (0.337, 

7.89THz), (0.337, 6.69THz) and (0.337, 6.24THz). All of them are polar hydrophilic residues 

except the first one (156LEU) [73]. 

Moreover, there are three data points in the high frequency region (10THz-25THz). The 

first one at (0.342, 15.98THz) is a polar hydrophilic residue (152THR). The second one also is a 

polar hydrophilic residue (99GLN) at (0.493, 24.2THz). However, the third one (0.168, 16.6THz) 

is 125VAL residue, which is a nonpolar hydrophobic residue.  

The z-score values larger than 10 are detected only in the frequency region up to 2THz. 

These z-score values indicate that the power of these residues are larger than 10 standard deviations 

from the mean. Also there are other values between 1 and 10, which are spread out in all the 

frequency range (up to 25THz).  

  

Fig. 8: The frequency for the non-bonded interaction energy between the ‘165’ residues in BLIP 

protein and water molecules versus RSA by using WK method at 150K. 
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In Fig. 9, all detected values by WK at 310K are in the frequency range up to 5THz. Only 

one value is detected at 5.19THz for a polar hydrophilic residue (50TYR). However, WK detects 

many residues which are also close to 5THz. These residues are 89ASN residue at (0.638, 

4.84THz), 11GLN residue at (0.352, 3.99THz) and two data points for 113SER residue at (0.261, 

4.79THz) and (0.261, 4.34THz). All these residues are polar and hydrophilic. However, there are 

also three data points for nonpolar hydrophobic residues, which are 21VAL residue at (0, 

4.40THz), 155VAL residue at (0.333, 4.54THz) and 149LEU residue at (0.0142, 4.15THz). 

The z-score values larger than 10 are detected only in the frequency region up to 1.5THz. 

It also contains other values between 1 and 10, which are also spread out in the frequency range 

up to 5.2THz. 

 

Fig. 9:  The frequency for the non-bonded interaction energy between the ‘165’ residues in BLIP 

protein and water molecules versus RSA by using WK method at 310K. 

 

As Fig. 10 shows, most of detected data points by RPWK at 150K are in the frequency 

range up to 4THz, but there are also many detected data points in the region between 4THz and 

25THz. RPWK detects five residues in the region between 4THz and 5THz. These residues are 

91VAL residue at (0.0137, 4.65THz), 88PHE residue at (0.0832, 4.66THz), 154GLY residue at 

(0.409, 4.54THz), 157GLN at (0.522, 4.09THz /4.38THz /4.45THz), 93VAL residue at (0.582, 

4.29THz /4.34THz) and 32THR residue at (0.597, 4.83THz). Two of them (VAL and PHE) are 

nonpolar hydrophobic residues, while the rest (GLY, GLN and THR) are polar and hydrophilic 

residues.  

RPWK detects many data points for different residues in the high frequency region between 

5THz and 25THz. These residues are 75LEU residue at (0.127, 10.66THz), 26GLY residue at 
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(0.135, 5.46THz), 116TYR residue at (0.152, 12.62THz /16.94THz), 125VAL residue at (0.1683, 

16.64THz), 161GLN residue at (0.304, 4.99THz /5.43THz), 118ALA residue at (0.484, 4.16THz/ 

4.39THz/ 4.84THz /4.87THz /4.99THz /5.97THz /13.4THz /13.8THz /14.25THz 

/22.07THz/24.72THz), 61ALA residue at (0.628, 6.37THz/ 7.59THz/ 21.54THz/ 22.19THz) and 

99GLN residue at (0.493, 5.02THz /5.60THz /5.65THz), also RPWK detects (14) data points in 

the range between 10THz to 13THz for 99GLN residue and (12) data points for the same residue 

in the region between 19THz-25THz. Some of these residues are hydrophobic like ALA, LEU and 

VAL. While the rest of them (GLY, TYR and GLN) are polar hydrophilic residues.  

The z-score values larger than 10 are detected only in the frequency region up to 1THz. It 

also contains other values between 1 and 10, which are also spread out in the frequency range up 

to 25THz. 

 

Fig. 10: The frequency for the non-bonded interaction energy between the ‘165’ residues in BLIP 

protein and water molecules versus RSA by using RPWK method at 150K. 

 

In Fig. 11, most of detected residues by RPWK at 310K are in the frequency range up to 

4THz, but there are also many detected data points in the region between 4THz and 15THz. RPWK 

detects five data points for different residues in the region between 4THz and 5THz. These residues 

are 130SER residue at (0.0720, 4.35THz), 8LYS residue at (0.119, 4.67THz), 13GLN residue at 

(0.433, 4.17THz), 32THR residue at (0.597, 4.30THz) and 52ALA residue at (0, 4.48THz). All of 

them are polar hydrophilic residues except the last one (52ALA), which is nonpolar and 

hydrophobic. 
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Moreover, RPWK detects many data points in the region 5THz-15THz. These data points 

for one nonpolar hydrophobic residue which is 52ALA residue at (0, 5.73THz /8.39THz 

/8.62THz). And two polar hydrophilic residues, which are 130SER residue at (0.0720, 8.14THz 

/8.75 THz /8.85 THz /11.6 THz /13.45 THz) and 153ASP residue at (0.610, 5.58 THz /5.76 THz 

/14.1THz). 

 The z-score values larger than 10 are detected only in the frequency region up to 1THz. It 

also contains other values between 1 and 10, which are also spread out in the frequency range up 

to 15THz. 

 

Fig. 11: The frequency for the non-bonded interaction energy between the ‘165’ residues in BLIP 

protein and water molecules versus RSA by using RPWK method at 310K. 
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4. Conclusion 

 

We have used Wiener-Khinchin (WK) and plot based Wiener-Khinchin (RPWK) methods 

to analyze the protein-water interactions obtained from molecular dynamics simulations. In 

particular, the two methods are used to determine the THz frequency spectra for the non-bonded 

interaction energy series between BLIP protein residues and surrounding water molecules at 150K 

and 310K.  

We found that, at frequencies less than 4THz, WK is able to detect more residues than 

RPWK and sometimes they acts equally in the number of detected residues. However, we found 

that RPWK detects 16 different residues at 310K with frequencies more than 4THz, while WK 

detects only 7 such residues. At 150K, we found that RPWK detects 60 residues with frequencies 

larger than 4THz, while WK detects only 43 residues. This suggests that the number of detected 

residues with high frequency range by RPWK is larger than obtained by WK at both temperatures. 

This research suggests that both methods are useful in finding the frequency spectra for the 

non-bonded interactions time series in water-protein system. However, RPWK is a more robust 

analysis method to use in investigating molecular dynamics trajectories. This is because it depends 

on recurrence plots that are useful for displaying the trajectories of phase space into two 

dimensional maps through specifying only two parameters for the time series, which are the time 

delay and the embedding dimension. Conversely, WK method is made of two functions 

(autocorrelation and Fourier transform) with a lot of parameters that make WK usage more 

complicated than RPWK.  
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APPENDIX A 

 

The calculation procedure that was used to get the frequency spectrum for the 12ILE 

residue at 150K using RPWK method 

x=Nonbond12150; 

where Nonbond12150 is the time series for non-bonded energy of the 12ILE residue at 150K 

The time delay is found by using mutual information MI function [41] as follows: 

mi(x, k, m) 

where m is a scalar in order to compute the MI up to (m) values, and k is number of bins (default 

k=10). 

The time delay is the time that corresponds to the first minimum, so time delay τ =7 (Fig. 12) 

Then the embedding dimension is measured by using the calculated time delay and the false nearest 

neighbor function FNN as follows: 

fnn(x, m,τ) 

Where m is a scalar in order to compute the FNN up to (m) values (default m=10). 

The embedding dimension is the value that corresponding to FNN=zero, so the embedding 

dimension (m) =6 in this example (Fig. 13) 

After that the Tau-recurrence rate spectrum function is used to find the frequency spectrum as 

follows: 

y=rrspec(x, m , τ, 0.25, 'rr', [ ], 50). 

where 0.25 is the recurrence threshold e (‘rr’: fixed recurrence rate), [ ] maximal lag or delay at 

which maximal recurrence is observed for tau-recurrence and 50THz is the sampling frequency 

(fs) that equals the inverse of the time period between each pair of energy series values: 1/20fs = 

50THz [74]. 

Then the spectra up to 25THz frequency range are graphed by using the standard score (z-score) 

of the power, and they are normalized to the total power for easy comparison as follows: 

n=length(y); f = 25*(0:n-1)/n; 

where n is the length of y and f is the frequency. 

plot(f, zscore(y/sum(y))) 
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Z-score indicates how many standard deviations a value is from the mean of the values, so it allows 

us to check the differences or the similarities of two scores or residues at different frequency bands. 

Its formula is as follows: 

Z-score =(y- mean(y))/ standard deviation of (y) 

 

Fig. 12: MI function as it appear in Matlab. The time delay is the Lag that corresponds to the first 

minimum. Using zoom function, we can see that the time delay τ =7. 
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Fig. 13: FNN function as it appear in Matlab. The embedding dimension is the dimension with 

FNN equal zero. In this example m=6. 

Finally, the power spectra of all ILE residues (12ILE, 24ILE and 40ILE) are gathered into one 

graph for comparison (Fig. 14)  
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Fig. 14: The power spectra of the three ILE residues (12ILE, 24ILE and 40ILE) in the frequency 

range up to 5THz by using RPWK at 150K. 
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APPEDIX B 

 

The calculation procedure that was used to get the frequency spectrum for the 12ILE 

residue at 150K using WK method 

x=Nonbond12150; 

where Nonbond12150 is the non-bonded energy of the 12ILE residue at 150K. 

Then autocorrelation function for x is found as follows: 

 a= autocorr(x, 'NumLags' ,'NumMA', 'NumSTD') 

Where 'NumLags' is the number of lags in y or the length of energy series (1000), 'NumMA' is the 

Number of lags in a theoretical Matlab model of y (default NumMA=0) and 'NumSTD' is the 

number of standard errors or standard deviation (default NumSTD=2).  

The Fourier transform function of the autocorrelation function (a) is then calculated as follows: 

fa = fft(a, n, dim) 

Where n is the transform length (default [ ] which means the transform for all x) and dim is a 

dimension to return the Fourier transform of each column (default dim=1) or to return the Fourier 

transform of each row (default dim=2). 

After that the Fourier transform results and its conjugate are used as following to find the power 

spectra for the time series: 

y=pfa= fa.*conj(fa)/1000; 

The power spectra up to 50THz frequency range are graphed by using the z-score of the power as 

follows: 

n = 1001; f = 50*(0:n-1)/n;  

Where n is the length of y and f is the frequency. 

plot(f, zscore(y/sum(y))) 

As RPWK, the power spectrum of the three ILE residues (12ILE, 24ILE and 40ILE) are graphed 

together in one graph for comparison (Fig. 15). 
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Fig. 15: The power spectra of the three ILE residues (12ILE, 24ILE and 40ILE) in the frequency 

range up to 5THz by using WK at 150K. 

 

 

 

 

 

  

 

 

 

 

 

 

 

 


